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Abstract

Reward specification plays a central role in reinforcement learning (RL), guiding the agent’s
behavior. To express non-Markovian rewards, formalisms such as reward machines have been
introduced to capture dependencies on histories. However, traditional reward machines lack
the ability to model precise timing constraints, limiting their use in time-sensitive applications.
In this paper, we propose timed reward machines (TRMs), which are an extension of reward
machines that incorporate timing constraints into the reward structure. TRMs enable more
expressive specifications with tunable reward logic, for example, imposing costs for delays and
granting rewards for timely actions. We study model-free RL frameworks (i.e., tabular Q-
learning) for learning optimal policies with TRMs under digital and real-time semantics. Our
algorithms integrate the TRM into learning via abstractions of timed automata, and employ
counterfactual-imagining heuristics that exploit the structure of the TRM to improve the search.
Experimentally, we demonstrate that our algorithm learns policies that achieve high rewards
while satisfying the timing constraints specified by the TRM on popular RL benchmarks. More-
over, we conduct comparative studies of performance under different TRM semantics, along
with ablations that highlight the benefits of counterfactual-imagining.
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1 Introduction

Reinforcement Learning (RL) [33, 35] has become a foundational paradigm for sequential decision-
making, enabling agents to learn optimal behavior through interactions with an environment. A
crucial aspect of any RL problem is the reward specification, which defines the agent’s learning
objective. Traditionally, rewards are assumed to depend only on the current state and action,
conforming to the Markov property. However, many real-world tasks require objectives that depend
on the history of states, such as completing a sequence of goals or avoiding repeated errors. To
address this, non-Markovian reward formalisms have been developed, with reward machines (RMs)
emerging as a prominent approach.

Reward machines [26, 27| use finite-state automata to specify structured, history-dependent
reward functions. They provide a compact and expressive way to encode high-level objectives and
have been successfully integrated into RL frameworks, improving sample efficiency and interpretabil-
ity. However, a critical limitation of existing reward machines is their inability to express timing
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constraints—a vital requirement in domains such as robotics and autonomous driving [30], where
requirements often involve time-sensitive elements. For instance, an AV might need to "respond to
a pedestrian crossing signal within 3 seconds" or "avoid an unsafe road for at least 10 seconds".

In this paper, we propose Timed Reward Machines (TRMs), an extension of reward machines
that integrates timing constraints into the reward specification. TRMs allow reward functions to
depend not only on the agent’s history of actions and states, but also on the time intervals between
events. Moreover, TRMs can assign costs and rewards to states and transitions, incentivizing the
agent to perform a task while respecting timing constraints and optimizing the overall reward
simultaneously.

To illustrate the setting, we define a simple TRM objective (Figure 1b) on the standard Taxi
domain (Figure 1la). The TRM encourages an agent (a taxi) to drive slowly, for example, due
to heavy traffic, by providing a higher reward when the agent delays at each step (enforced by a
self-loop with a timing constraint of z > 1). Additionally, it imposes a deadline for picking up the
passenger (enforced by a transition with timing constraint y < 14). Finally, after pickup, the agent
must reach the destination (while driving slowly). Such time-sensitive objectives, involving delays
and deadlines, can be naturally captured by TRMs.

We interpret TRMs over Markov decision processes (MDPs) to model stochastic environments
(Section 3). To express timing constraints, we augment the MDP action set with explicit delay
actions. We study two standard timing interpretations, digital-time (Section 4) and real-time
(Section 5), which are similar to the integer-clock and real (dense) time interpretations in timed
automata [23]. For each setting, we devise tabular Q-learning algorithms on the product MDP
obtained by composing the environment with the TRM and its clock valuations.

In the digital case, the product construction is straightforward: integer clock valuations are
directly included in the MDP state space. In the dense-time case, we consider two approaches:
(i) time discretization of continuous delays, and (ii) a corner-point abstraction based on region
abstraction of timed automata, which encourages agents to pick delays as close as possible to
integer values.

We further incorporate heuristics from the reward machine literature [24, Sec. 3.3], counterfactual-
imagining, where we propose alternative wait times to the agent at the decision points.

With these abstractions and heuristics, our algorithms can optimise rewards based on satisfac-
tion of timing constraints. We demonstrate this in Figure lc¢ for our running example under both
digital and real-time interpretations. Notably, standard reward machines (without delay actions)
cannot enforce timing constraints and therefore miss higher rewards that depend on precise timing,
whereas TRMs can enable learning these.

Empirically, across standard RL benchmarks, TRMs improve performance on time-sensitive
tasks and reveal clear differences between the product constructions for digital and real-time. In
scenarios requiring substantial delays, the corner-point abstraction often yields better reward re-
turns. Moreover, we also observe consistent gains from our counterfactual-imagining heuristics.

1.1 Related Work

We begin by surveying the most relevant work: RL with timed specifications, RL with non-
Markovian specifications, and then the use of timed automata in control and planning.

RL with Timed Specifications. To our knowledge, only a handful of works consider time-
sensitive logical reward specifications for RL. Xu and Topcu [39] optimise Metric Temporal Logic
(MTL) objectives by translating them into (simple) timed automata, considering only the digital-
time setting. Dole et al. [16, 17] study subclasses of Duration Calculus that compile to variants of
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Figure 1: An illustration of TRM on Gym Taxi domain: (a) Taxi Domain example, with a passenger
in location red and destination in location blue, (b)A TRM that instructs the taxi to pick up a
passenger and drop her at a destination, while moving slow, and (c) Rewards obtained using digital
and real-time TRM, and reward machine.



timed automata. Both lines of work rely on timed automata as monitors to maximize satisfaction
of timed specifications.

In contrast to these declarative specifications, our TRM formulation gives designers fine-grained
control over reward logic, for example, integrating state-based delay costs and transition-based
rewards, while remaining compatible with standard Markovian rewards on MDPs.

RL with Non-Markovian Rewards. To specify non-Markovian reward specifications, the most
widely used formalisms are temporal logics and finite-state machines (FSMs). Among temporal
logics, there has been particular focus on Linear Temporal Logic (LTL) [12, 22, 29, 11, 34, 13].
Most of these approaches typically translate formulas into FSMs that guide learning.

FSMs are central to non-Markovian RL due to their compositional structure. Reward machines
(RMs) [26, 27] provide a general means of defining rewards in the FSM structure. Reward machines
have been extended widely with extensions for stochastic transitions [14], w-regular properties [21],
interpreted in partial observability [28], multi-agent settings [32] and continuous-time MDP [18, 19].

Our work builds on this line and, to our knowledge, we are the first to introduce a extension of
reward machines involving timing constraints.

Timed Automata in Control and Planning. Timed automata [2] are a well-established for-
malism for modeling and verifying systems with time-dependent behavior [10, 31]. Quantitative
variants of timed automata, such as priced timed automata [5] and weighted timed automata [3],
which are extensions with costs or rewards to states and transitions, have been used in strategy
synthesis [4, 15] and planning [7, 8, 36].

In contrast to these approaches, which typically assume access to the underlying (MDP or
game) environment, our setting is model-free: strategies must be synthesized solely via sampling
the environment, without knowledge of the underlying transition graph.

2 Preliminaries and Background

2.1 Markov Decision Process

A Markov Decision Process (MDP) [35] is a tuple M = (S, A, T, R,~), where S is a finite set of
states, A is a finite set of actions, T': S x A x S — [0,1] is the transition function that defines the
probability of transitioning from state s to state s’ given action a, R : S x A x S — R is the reward
function that defines the immediate reward received after taking action a in state s, and v € [0, 1)
is the discount factor.

Often, a labeling function is augmented in the definition of an MDP to capture key features of the
system. Formally, a labeled MDP is a tuple M = (S, A, T, R,~v, AP, L), where L : S x A x § — 24F
is a labeling function that maps each state-action-next state triplet to a set of propositions AP that
hold true in that context.

A policy for an MDP is a mapping 7 : (S x A)*S — A(A) that defines the distribution over
actions for a given history of states and actions. For Markovian rewards, it is sufficient to consider
deterministic and positional policies 7 : S — A.

The expected cumulative reward for a policy 7 is defined as the sum of the immediate rewards
received over time, discounted by the factor «. For a policy 7, it is defined as:

V™(s) =E, Z’th(st,at) | so=s
t=0

where s; is the state at time ¢, a; is the action taken at time .



2.2 Reinforcement Learning with Q-learning

Reinforcement learning (RL) learns policies that maximize discounted reward in MDPs. In model-
free RL, the agent samples the environment without explicit transition or reward models. Q-
learning, a standard model-free method, learns the optimal action-value function @ : S x A — R,
the expected return of taking a in s and then following the optimal policy. The Q-learning update
rule is given by:

Q(s,a) + Q(s,a) + « (R(s, a) + 7 max Q(s',d") — Q(s, a))

where « is the learning rate, R(s,a) is the immediate reward received after taking action a in state
s, and s’ is the next state reached after taking action a in state s.

3 Problem formulation

We first introduce the Timed Reward Machines, the non-Markovian reward structure specification
that we use to specify the reward structure in our RL problem.

3.1 Timed Reward Machine (TRM)

We extend classical timed automata with reward functions for the RL setting. For the reward
machine formalism, we follow Toro Icarte et al. [26]. In our formalism, reward machines are
augmented with a set of clocks X which can assume values in time domain T. We consider two
different time settings: (1) a digital-time setting, where T = N; and (2) a real-time setting, where
T = R>o.

A guard is a conjunction of constraints of the form ¢ := z > ¢, where x € X is a clock,
< € {<,<,=,>,>} is a comparison operator, and ¢ € N is a non-negative constant. We denote
the set of all guards over X by ®(X). Given a set of clocks X, high-level features or propositions AP,
a timed reward machine (TRM) is a finite state machine defined as a tuple A = (U, ug, F, Ay, A,),
where:

e U is a finite set of states,
e wug € U is the initial state,
e [ is a set of terminal states,

o A, CUx24P x ®(X) x 2X x (UUF) is the transition relation defining the next state given
the current state, active propositions in the current state, a guard over clocks, and the clocks
to reset. We denote a transition using 6.

o A, =A%UAY where A : U — [S — R] is the state-based reward function and A? : A, —
[S x A x S — R] is the transition-based reward function.

It is similar in spirit to priced timed automata [9], but it is customised for reinforcement learning,
allowing for general (Markovian) reward functions in both states and transitions. In our formalism,
one can think of negative rewards as costs.

A timed word w = (dp,lo)(d1,l1) ... (dn,1l,) € (T x 2AP)* is a sequence in which d; € T is a

time delay at position i and I; € 22 is the set of propositions observed after that delay at position
. . . . d 79 ) d 79 9
i. A run A" of a timed reward machine A on w is a sequence (ug,vg) ——% (up,vy) ——L



LI (Un+1,Vn+1), where, for each i, u; € U U F' is the state of the TRM, v; € TIXI is the

clock valuation, r; is the reward function, and 6; is the transition at that position. The above run
satisfies the following conditions:

o wuy is the initial state, vo(x) = 0 for all z € X.

o let 0; = (ui,li, ¢iy pisuir1) € Ay, then the clock valuations satisfy the following condition:
v; + d; satisfies the guard ¢;, and v;41 = [p;](v; + d;), where [p;] is the reset function that
resets the clocks in p; to 0 and keeps the others unchanged.

o 7;[0] = A%6;) and 7;[1] = A%(u;) are the transition-based and state-based reward functions
at position i, respectively.

A TRM A is deterministic if for every state u € U, every set of propositions [ € 24 and every
pair of guards ¢1, ¢ € ®(X) such that (u,l,¢1,p,u') € Ay and (u,l, p2, p',u”) € Ay, it holds that
$1Npo = (. As is a common assumption in the literature on reward machines [26], we only consider
deterministic TRMs.

3.2 Interpretation of TRM on MDP

We model the environment as an MDP M = (S, A", T, v, L, AP), which extends the standard labeled
MDP definition by including timing delays in action space: A’ =T x A.

In our framework, the agent has the option to either act immediately or wait for a chosen
amount of time before taking the next action. This waiting period is referred to as a delay and
is selected by the agent. As a result, the agent’s trajectory takes the form of a sequence ( =
so - (doyap) - s1 - (diya1) -+ (dp,an) - sp+1 € (S x (T x A))* x S, where s; € S is the MDP state,
d; € T is the delay chosen, and a; € A is the action taken. Since RL algorithms operate on sampled
finite trajectories, this paper considers only finite trajectories obtained by bounding the maximum
horizon.

A trajectory ¢ induces a timed word w® = (do + 1, L(s0,a0,51)) ... (dn + 1, L(8p, an, Snt1)),
which serves as input to the timed reward machine (TRM) A. The offset of +1 in the delays
accounts for the assumption that actions are executed after the specified delay. This definition
aligns with the reward machines based RL settings [24]; in particular, setting all delays d; = 0

yields the standard untimed word over propositions.

.. d ,00, d1+1,01,
On this timed word w¢, the TRM A produces a run .AS : (ug,vo) Fot10o,ro, (u1,v1) Ao,

dn+179n77"n . . .
./ (Upt1,Un+1). We now define the discounted cumulative reward for a trajectory (.

This definition follows the standard treatment of discounting in decision processes with sojourn
times, as presented in [33, Equation 11.3.1].

Following that framework, each decision point occurring at time t; contributes a discounted
reward of A% - R; to the total return, where R; denotes the total reward accumulated during the
transition from state s; to s;41 after taking action a;. The reward R; consists of two parts: the
lumpsum reward rf (8i,a;, Si+1) obtained from the transition 6 in A and the state-based reward
ri(s;) obtained from the state w in A, accrued over the interval [t;,¢;41]. Formally, the total
discounted cumulative reward is defined as:

n

Gt = Z’Yti [ (siy a0, 8i41) + 78(5i)], where (1)
i=0

o ti=3—4(dj+1) fori>1, 1 =0.
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Figure 2: Environment (above) along with TRM objective (below). The cost function ¢ is depicted
in the top right corner of each state.

o 1 = AY(;) is the transition-based reward at point 1.

S A A () = AN (uy)  for T =N,
fodl ’)/tAg(’LLl) dt = _1;?,?) A}f(uz) for T = RZO
is the state-based reward at point 1.

.’]“Zu:

We treat the calculation of the state-based reward r}' differently for the digital and real-time
settings, following standard interpretations [33]. In the digital time setting, the state-based reward
is accumulated at each time step during the delay period, while in the real-time setting, it is
integrated over the delay interval.

Hllustrative Example. To explain the above definitions, we consider the example in Figure 2 that
depicts a small environment with two features, p and ¢, which denote moving into states s; and ss,
respectively. Starting at sg, the TRM objective A requires the agent first to observe p and then ¢,
while satisfying simple clock constraints.

We illustrate two trajectories, (1 and (o, for this example in Figure 3. The figure also summarises,
for each trajectory, the induced timed words, the TRM runs, and the resulting discounted returns.
Both trajectories use the same environment actions but differ in their delay choices, which leads to
different behaviour under the TRM. For instance, (; waits in a “good” state s;, whereas (s waits
in a “bad” state sg, incurring a higher cost. Consequently, in the digital-time setting with v = 0.9,
(1 attains a higher discounted return (G = 6.4) than (3 (G ~5.1). The exact ordering holds
in real-time with the same delays (~6.6 vs. ~5.4), with the values differing due to accumulating
rewards over continuous time.

Properties of TRM. We now make some observations about the trajectories and the rewards
obtained from TRMs. Similar to classical timed automata, in timed reward machines, a trajectory
can, in principle, induce arbitrarily large clock values and delays. However, to reason about the
expected cumulative reward, one can bound the clock values and delays. As is typically done in
classical timed automata, we rely on the maximum constant M appearing in the guards of the
TRM A.

We define valuations and delays bounded by the constant M as follows: v[z] = v[z] if v[z] <
M else x| = oo for all x € X, where oo denotes the clock value exceeds M. Note that co will



Trajectory (i

Trajectory: ¢ =50-(2,7)-s1-(1, =) s2-(0,])-s3
Timed word: w®! = (2+1, {p})(1+1,0)(0+1,{q})

TRM run: A% = (uo, [0]) 22025 (ur, [3]) 2200, (uy, [5]) 200 (ua, [6])
Digital-time: ~ G' = [5 +(-2)1+ 71)] + 904+ (=1)] ++°[10 + 0] =~ 6.4
2 1
Real-time: G =[5+ (—2)/ ydt] + 40 + (—1)/ ~y'dt] +~°[10+ 0] ~ 6.6
0 0
Trajectory (2
Trajectory: 2 =50-(2,7)-51-(0, =) s2-(1,])s3
Timed word:  w® = (241, {p})(0+1,0)(1+1, {q})
TRM run: A% = (uo, [0]) 2202, (g, 3]) 22200, (uy, fa]) 2200, (s, [6])
Digital-time: ~ G* =[5+ (=2)(1 +~")] +7°[0 4+ 0] + 7*[10 + (—-4)] ~ 5.1
2 1
Real-time: G = [5 + (—2)/ ’ytdt] +~°04 0] ++* [10 + (—4)/ fytdt] ~5.4
0 0

Figure 3: Trajectories (1 and (s with induced words, TRM runs, and discounted rewards for digital
and real-time settings (y = 0.9).

follow the usual comparison semantics, e.g., oo > 2 is true, while co < 3 is false. We also define
bounded delays as d = d if d < M else d = M.

We extend this definition to trajectories: for a trajectory ¢ = s - (do, ao) - (dn,an) * Snt1, We
define a delay-bounded trajectory ¢ = sq - (do,ao) - - (dn, an) - Sps1. We can show that the delay-
bounded trajectory induces a similar run in a TRM A to the original trajectory (, as stated below.
The proof of this follows from the fact that any clock value v[z] beyond M has the same behavior
with any guards on x.

Lemma 1. Let( = so-(do,ao) -+ - (dn, an)-sny1 be a trajectory and ¢ = so-(do, ao) - -+ (dn, an) - Sn+1
do+1,00,m0 dn+1,0n,mn

(Unt1,Vnt1) be the
En 797'7/ ,Fn

be its delay-bounded trajectory. Also, let AS : (ug,vo)

run of A on (. Then, the following holds:  has run AS (up, vo) doboo,
where the u;’s, and 0;’s remain the same as in AS.

(Unt1,Unt1)

Proof. The proof follows from the fact that any clock value v[z] beyond M has the same behavior
with any guards on z. Formally, let us, w.l.o.g., consider d; to be the first delay in ( such that
d; > M. Let ¢; be the guard of transition ; and v; +d; + 1 = ¢;. Then, we have v; +d; +1 = ¢;
since constants appearing ¢; are bounded by M. O

While the above lemma shows that the delay-bounded trajectory ¢ induces a similar run in the
TRM A as the original trajectory ¢, it does not guarantee that the discounted rewards G¢ and G¢
are the same. However, under certain reasonable conditions, bounding the delays can improve the
obtained discounted reward, which we will consider in this paper. These include inducing costs for
delaying in states rather than rewarding, and providing a high terminal reward for completing all
tasks.



To formalise this, we assume that the state-reward function always has negative values, i.e.,
A, (u) < Ofor every u € A. Also, we search for “good” trajectories ¢ for which Gg > 0 for all
decision points ¢, Gg being the discounted return from ¢ onward. Trajectories like { can occur, for
example, when terminal rewards along ¢ are sufficiently large. For these assumptions, we now state
the following lemma, which shows that delay-bounded trajectories can achieve a better discounted
reward. Intuitively, the result follows from the fact that shorter delays lower state costs and also
reduce the discounting applied to terminal rewards.

Lemma 2. Let ¢ be a trajectory and ¢ be its delay-bounded trajectory. We assume that corre-
sponding TRM A and trajectory ¢ satisfy the following conditions: (1) the state-based rewards are
always negative, i.e., A¥(u) < 0 for all w € U; and (2) discounted reward GZ-C > 0 is positive for
every decision time 0 <1 <n. Then, G¢ > GS.

Proof. We demonstrate for the digital case (as it is similar to the real-time case),iusing backward
induction on the length i of the trajectory. As the hypothesis, we consider that Gg > GiC for every
i > k. For the decision point k, we show (G$ = Ri + ’deGiH) > (Gi = Ri + ’deGiH). Firstly,

Ve d
the reward Ri > Ri is higher for trajectory since state rewards accrue less cost: % Hlug) <

%A;‘(uk). Secondly, the ’yEHGE > ’yd“Gg > ’deGi. O

Based on the assumptions of the above lemma, we can therefore bound the delay space to
D = TN[0, M]. In our setting, policies can be defined as 7 : (S x D x A)*S — D x A, which maps a
trajectory to a bounded delay and an action. We call such policies delay-discounted policies, since
the reward functions defined in Equation (1) incorporate the discount factor to delays as well.

The expected cumulative reward of a policy 7 is defined as the expected discounted sum of
rewards over all possible trajectories that follow , starting from a state s: V™(s) = E¢ur[GS |

¢[0] = s].

Problem 1 (Optimal Policy Synthesis for TRMs). Given a TRM A and a MDP M, find a delay-
discounted policy 7 that maximizes the expected cumulative reward, i.e., 7" = argmax, V7" (s).

In the following sections, we propose algorithms for Problem 1, both in the digital and the
real-time settings.

4 The Digital Clock Setting

Cross-product space. The most important aspect of our approach is the construction of a
cross-product between the underlying MDP M and the TRM A.

The cross-product MDP M® = M ® A is similar to what is done for classical reward machines,
except that one needs to keep track of the clock values as well. For this, we again consider the
maximum constant M appearing in the guards of clock z € X of A and use the symbol co for clock
values that go beyond M.

The cross product (S®, A% T® R®) is defined below, where:

e S® =8 xU xV, where S is the set of states of the MDP and U is the set of states of the
TRM, and V = ({0,..., M} U {oc})Xl is the set of bounded clock valuations.

e A® =D x A is the set of actions.



o T® : 5% x A® x §® — [0,1] and R® : S® x A® x S® — R are the transition function and
the reward function, respectively, defined as follows:

T®((S’ u7 v)’ (d’ a)? (S,’ u,’ U/)) = T(S7 a? S/)’ and
R®((s, u,v), (d,a), (s, u',v")) = r*(s) + re(s,a, s, if
30 = (u,L(s,a, S,)7¢>pv U/),S.t. vt+d+1 ): ¢7v, = [IOKU +d+ 1)7

where for all z € X, (v+d+1)[z] = v[z]+d+1 if v[x]+d+1 < M, otherwise oo; " = %A;ﬁ(u),
and 7% = AY(9).

Theorem 1. Optimal positional deterministic delay-discounted policy exists for the cross product
MDP M®.

The proof holds, following standard results in MDPs [33], because the cross product M® has a
finite state and action space.

Q-learning on cross-product space. We adapt Q-learning to the cross-product space by mod-
ifying the Q-value updates as follows:

Q(s,u,v),(d; a)) Q((s,u,v), (d, a))+
a ([R + 4 ax Q(s",u', ), (d',d))] = Q(s,u,v), (d, a))) :

where R is the reward returned by the TRM A for the transition from (s,u,v) to (s',u/,v") on
choosing delay of d and action a.

The convergence follows from standard results [38], since M® is a valid finite MDP with prob-
abilities p((s',u/,v")|(s,u,v), (d,a)) = p(s'|s, a).

Theorem 2. Q-learning on the cross-product M® converges to an optimal policy under standard
assumptions: every state (s,u,v) € S® and action (d,a) € A® is visited infinitely often; and the
learning rate oy is decreased over time such that 302, ar = 0o and Y 52 a2 < .

4.1 Counterfactual Imagining for Delays

Adding delay actions substantially enlarges the action space, so we use counterfactual imagining to
explore time alternatives efficiently.

During the Q-learning process, given a realised transition ((s,u,v),(d,a),r, (s',u/,v")) in the
product MDP | we synthesize counterfactual experiences by varying the TRM states, clock valua-
tions, and delays:

<(S,U,U), (J’ CL), 777 (Slva/76,)>7
d,0,7

where (u,v) —— (¢/,7) is a single step based on TRM.

Varying valuations o and delays d over all possibilities requires adding several alternatives due
to potentially large clock range {0,...,M}. To keep the number of counterfactuals manageable,
we consider adding only reasonable alternatives for valuations and delays. First, we only consider
valuations v that are close to the realized valuation v, i.e., |0 — v||ooc < 7rerm for a fixed radius
Term (typically less than 5). Second, we consider delays d that enable satisfaction of guards in the
alternative TRM state @ and clock valuation o. In particular, we add delays d corresponding to all
transitions 6 = (@, L(s, a, s'), ¢, p, @) such that © +d + 1 = ¢.

In contrast, for (untimed) reward machines [24], counterfactuals vary only the RM state u,
without varying clocks or delays.

10



5 The Real-time Clock Setting

In the continuous-time case, clock values and delay actions can be real-valued, and delays can be
chosen from the continuous range [0, M|, enabling more precise timing of actions. This allows for
more possible policies, often leading to better rewards.

For instance, the example in Figure 4 admits no positive-valued policy in the digital-clock
setting, while the real-time setting allows for suitable positive-valued policies. In the real-time
setting, the following trajectory: ¢; = so - (0.1,—) - s1 - (0,—) - s2 can achieve a discounted reward
of [5+ (=1)(1 —4"Y)/—1In(y)] + ¥*[7] ~ 11.13 for v = 0.9. In contrast, similar trajectories
C2=350-(0,—)-s1-(0,—)-s2 and (3 = s¢-(1,—)-s1-(0,—) - se will achieve discounted rewards of
—10+~%7] &~ —3.7 and [5+(—1)(1 — 1) /(1 — 4)]+~?[—10] ~ —4.1, respectively, in the digital-clock
setting.

$y>1,9,5
{r},z<3,9,7

S0 S1 82

{p},z>3,2,-10
{by<1,9,-10

Figure 4: TRM (on the left) and MDP (on the right) illustrating agent behavior in the real-time
setting.

Moreover, in contrast to the digital-time case, in the real-time setting, optimal policies may not
exist, as stated below

Theorem 3. Optimal delay-discounted policy may not exist in the real-time setting.

The above result can be seen from Figure 4. The best sequence (d, —)(0,—), 0 < d < 1, yields

return G¢ = [5+ (_1;(’3 (=1)] + v+ D[7]. This will achieve a supremum of 11.3 as d — 0T, but this
is unattainable since d = 0 violates the guard.
We will therefore focus on learning “near-optimal” policies. To this end, we consider various

(discrete) abstractions of continuous-time, enabling us to exploit tabular RL algorithms.

Uniform Discretization of Continuous Time. A naive approach to approximating real-time
is to use a uniform discretization. This would mean partitioning the time domain using a step
size 0 < % < 1, Kk > 1 € N. In this setting, the clock valuations would be the set V, = {v €
([0, MU {co )X | v[z] = ¢/k or v]z] = 00 for ¢ =0,...,M -k, for all z € X} and the delay action
space D, = {¢/k € [0,M] | c=0,...,M - K}.

The cross-product MDP M® can then be constructed as in the digital-clock case, except that
the action space and state space are defined as above. One can therefore apply the Q-learning
algorithm developed in Section 4 and achieve similar convergence guarantees on the considered
cross-product MDP.

To achieve better approximations of the optimal value using uniform discretization, one would
require choosing a larger partition x. However, the size of the valuation space |V,;| and |D,| grows
with &, specifically |Vi| = (M - k + 1)X and |D.| = M - k + 1. This leads to a significant increase
in the state and action space of the cross-product MDP, hindering the scalability of this approach.
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5.1 Corner-Point Abstraction based on Regions

To address the challenges arising from discretizing real-time, several approaches have been pro-
posed that construct principled abstractions of clock valuations for timed state machines [1].

In this work, we will adapt the corner-point abstraction formulation that is based on the region
abstraction [1]. While this has already been used in the context of priced timed automata [7, §],
we adapt it to interpret TRMs over MDPs for discounted rewards.

The key idea of regions is to partition the infinite set of clock valuations into finitely many
equivalence classes that behave identically with respect to guards. Region corners are the nearby
integral boundary points; choosing delays near such corners often yields a higher reward (as in
Figure 4).

To formally introduce the corner-point abstraction, we briefly recall the region abstraction and
then define its corner points. Given a set of clocks X and a max-constant M, a region is a tuple
(h, [Xo,...,Xp]), where h : X — {0,..., M}, and (X;)!_, is a partition of X such that for all i > 0,
X; # (0 and h(z) = M implies x € Xy. A valuation v is in a region if the following conditions hold:

o forallz € X, [v(x)]| = h(x),
o forallx € X, z € Xy iff {v(x)} =0 (ie., v(z) = h(z)), and
o forallz,y e X, {v(z)} <{v(y)}if z € X;,y € X;,i <5,

where [c¢| and {c} denote the integer and fractional parts of ¢, respectively. For example, the
valuation v with v(z) = 1.2, v(y) = 0.5 lies in the region R = ({x : 1,y : 0}, [{}, {z},{y}]). Two
valuations v,v are region-equivalent, denoted v ~ T, if they belong to the same region. For a
valuation v, [v] denotes the region to which it belongs.

A corner point is a valuation v € {0,..., M}X! with integral values for each clock. A corner
point of a region R belongs to the (topological) closure of R. For example, the corner points of the
example region above are (1,0), (1,1), and (2,1).

For a precision € > 0, we define the e-corners of a region R to be C.(R) = {v € R | Vz,v(x) €
(¢ —e,c+ ¢) where c is a corner of R} the valuations close to its corners.

Given a trajectory ¢ = sg - (do,ag) - - - (dn, ap) - Snt1, we define its region-equivalent trajectories
[¢c] to be the set of all trajectories ¢ of the form s - (do,ag) - -« (dn,an) - Sn41 such that for all
i € {0,n+ 1}, v; ~ ¥;, where v; and ©0; are the valuations appearing in AS and AS. Given a
trajectory ¢ and an e, we define region-equivalent corner trajectories of ¢, denoted by C.(¢), as the
set of trajectories ¢ such that ¢ € [(] and v; € C-([v;]) for all valuations v; and 9; appearing in the
runs AS and AS, respectively.

We now show that, for a trajectory (, moving its valuations v;’s to the corners improves the
discounted reward; the proof proceeds via an induction on ¢, improving the reward iteratively.

Lemma 3. For any trajectory C, there exists a region-equivalent corner trajectory f € C.(¢) such
that G > GS.

Proof. The proof proceeds inductively on the length of the trajectory ¢. We modify ¢ = ¢y in
each inductive step to (; to ensure that the valuation 9; at each decision point i is in C.([v;]). In
induction step i, we assume the hypothesis that in trajectory ¢;_1, for all j < 4, 0 are in C:([vj]),
GSi-1 > G%. Now, we create (; from (;_1 by modifying d; to make ©; € C:([v4]), and from decision
point ¢ + 1 onwards CAZ and fi_l are identical. We now like to check that the reward GS > Goi-1,

We consider the difference in the calculation of G and G%-1. For this, we note that the only
difference between the two trajectories is time at the decision point i; for ¢; we refer using ¢, and
for (;_1 using t;. We can now write the following:
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In the above equation, the second term is constant, therefore replaced by K. Now, K could be
either positive or negative, and depending on the sign of K, we can set t; in a way such that it lies
in one of the corners of the corresponding region, and that the above quantity becomes positive. [

We now extend the definition of “region-equivalent corner sets" from trajectories to policies. Let
7 and 7 be deterministic positional policies such that, for each state (s,u,v) in the cross product
MDP, 7 (s,u,v) = (d,a) and #(s,u,v) = (d’,a), i.e., both prescribe the same discrete action a but
possibly different delays d and d’. We say that # € C.() is a region-equivalent corner policy of
if for all (s,u,v), d =d,if v ¢ C.([v]), and v+ d' € C.([v + d]) otherwise.

We can extend the previous lemma for the following result:

Lemma 4. For any delay-discounted policy m, there exists a region-equivalent corner policy ©’ such

that V™ (s) > V7 (s).

Proof. Since we have fixed a horizon, we can also perform a similar inductive construction of a
policy 7’ from 7 as the previous result. Here, the proof proceeds via an induction on the depth ¢
of the induced Markov chain M of the policy. Following a similar calculation, for a state s at the
ith depth, the difference between V™ (s) and V™ (s) can be written as:

Z PT’CNMW[Gé — GC] = ZPTCNMW K- (,.Yt; _ ,Ytz) — K/ . (,_yt; _ ’Ytl)
CEMa, | CEMz, oé

Then, based on the sign of the constant K, we can modify the policy m; such that ¢ is in one of
the corners and the above difference is positive. O

We can therefore focus our attention to only region-equivalent corner policies. Although it signif-
icantly reduces the search space, an infinite number of such policies can still exist. To address this,
we introduce a ‘finite’ abstraction of the cross-product MDP, where valuations correspond to the
corners of the regions. We then show that this finite MDP provides a near-optimal approximation
of the original real-time MDP.

Cross-product using Corner-Point Abstraction. To define the cross-product MDP in this
case, we first describe how a corner configuration (R, «) of the corner-abstraction of .4, where R is
a region and « is a corner point of R, evolves under elapsing time.

In this setting, the agent, in addition to a delay d € D = {0, ..., M}, chooses a region successor

c€S=1{-2/X|,...,0,...,2|X|} that assigns which region to move to associated with a corner!.

!Some successors may be invalid and/or not distinct for certain types of (R, ).
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Intuitively, applying a delay-successor tuple (d,o) to a configuration (R, «) leads to a new config-
uration (R',a’) obtained as follows: first shift both R and « by d time unit, and then choose the
ot successor region associated with that corner. Formally, (R, «) @ (d, o) is the new configuration
(R, o) defined as: o/ = a+d, R"[h] = R[h] +d and R’ is the o' successor region of R" associated
with o’

To understand the above definitions, consider an example corner configuration (R = ({z: 1,y :
0}, [{z},{y}]), @ = (1,0)). This region contains valuations such as v(z) = 1, v(y) = 0.1. Applying
delay, (1,0) leads to (R1 = ({z : 2,y : 1}, [{z},{y}]),ca = (2,1)), which is essentially the same
region and corner pair offset by +1. This region contains valuations such as v(z) = 2, v(y) = 1.1. On
the other hand, applying time elapse (1, 1) leads to (R2 = ({z : 2,y : 1}, [{},{z}, {y}]), 22 = (2,1)),
which is the region successor of R; associated with the same corner as. This region contains
valuations such as v'(x) = 2.1, v'(y) = 1.2.

We then define the cross-product MDP M® = (S® A® T® R®) as follows: S® = SxU xR xC,
where R is the set of regions of A, and C is the set of corner points associated with the regions;
A® =D xS x A, where D = {0,1,...,M} and S = {-2|X],...,0,...,2|X|}; and T® : S® x A® x
S® —10,1] and R® : S% x A® x S® — R are defined as follows:

T®((s,u, R,a),(d,o,a), (s’ v, R ,a)) = T(s,a,s),and
R®((s,u,v),(d,0,a), (s u/,v") = r%s) + (s, a,s),if
30 = (u, L(s,a,s'),p,p,u'),st. v+d+1FE ¢,v = [p|(v+d+1);
(R",0") = (R,a) & (d+1,0) and R" |= 6, ' = [o)(R"),
where for all x € X, (v+d+1)[z] = v[z]+d+1 if v[z] +d+1 < M, otherwise oo; r = %Aﬁ(u),
and 7% = A%(9).
The above operations on regions such as successor and reset are well-defined and can be com-
puted efficiently [1].
We then show that an optimal policy in the corner-point abstraction MDP serves as a good
approximation of region-equivalent corner policies in the original MDP in the real-time setting:

Theorem 4. For every corner policy © in MDP M with a TRM A, there exists a policy 7 in the
corner-point abstraction MDP M@, such that, given any 6 > 0, |[V™(s) — V“/(s)\ < 9.

Proof. Consider a corner policy = in MDP M with a TRM A. We now construct a corresponding
policy 7’ in the corner-point abstraction M® as follows. For every cross-product state (s, u, v) such
that v € C.([v]) and 7 (s, u,v) = (d,a), we define

W/((S’ u, ([U]v a))) = ((d,7 U)a a),

where « is the closest corner in (v — &,v + ¢), and the parameters (d’

,0) satisfy:
1. v+d e C.(R') where (R',d/) = ([v], ) ® (d', 0);

2. v+d' is the closest corner point of [v+d], i.e., v+d and v+ d’ correspond to the same corner
of their respective regions.

By construction, the offsets between the concrete and abstract valuations are bounded: |a—v| <
e and |/ — (v +d)| < e. Hence, the induced delay shift satisfies |d' — d| < 2e. As rewards in M
are continuous with respect to delay and clock valuations inside each region (the guards and resets
unchanged), the difference in immediate reward between 7 and 7' at any step is bounded by a
Lipschitz-continuous function f(e) satisfying f(¢) — 0 as ¢ — 0.
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The discount factor does not amplify this bound since 0 < ¥ < 1 for all k. Restricting to
trajectories of bounded horizon H, the total cumulative reward discrepancy satisfies |G, — G| <
H-f(e). Consequently, |V (s)—Vy(s)| < H-f(e). Choosing € sufficiently small such that H-f(¢) < ¢
yields the desired approximation guarantee: |V;(s) — Vi (s)| < 6. O

Hence, standard Q-learning algorithms can be applied on the corner-point abstraction MDP
M to obtain the optimal policy, and thus this allows us to get a near-optimal policy in M.

We also design counterfactual imagining for the corner abstraction, analogous to the digital-
time setting (Section 4.1). By contrast, here we synthesize alternative corner configurations (R, ¢)
within a bounded radius rqy, of the realised configuration (R,c). Moreover, we add alternative
delay and successor actions whenever the resulting configuration (R, ¢) @ (d, &) satisfies the relevant
guards.

6 FEvaluation

All the described algorithms were implemented in Python3? by extending [25]. We developed the
timing extensions, including region and corner abstractions, for reward machines from scratch.

To improve learning performance, we employed several heuristics for interpreting TRMs. First,
to reduce clock-valuation space V', we assigned clock-specific maximum constants M, for z € X, a
standard optimisation in timed automata. Second, to reduce delay-space D, we set the maximum
delay My to the largest constant appearing in guards of the form x < ¢ with e {>,>,=}. This
is not a restriction, as delays larger than M, only incur additional costs and therefore do not need
to be considered for optimal policies.

6.1 Experimental Results.

We address two key research questions here: RQ1: performance gains from counterfactual imagining;
and RQ2: performance differences across various time interpretations.

To do so, we use standard Gym environments: (i) the Tazi domain (as in Figure la), with
propositions indicating colored pick-up locations and whether the passenger is in the taxi or at the
destination; and (ii) Frozen Lake (default 8 x 8), augmented with three goals (a, b, ¢) and ten holes
(h), with action success probability 0.8 [37].

We use Q-learning with per-episode parameter decay 0.999, initial rate ag = 0.9, initial explo-
ration ¢g = 0.9, initial Q-values Q9 = 10, v = 0.999 and maximum global steps of 300 K. For
counterfactuals, we select the top 15 by rewards per transition. We averaged the results of each
experiment over 10 independent runs.

2available at https://github.com/ritamraha/Timed-Reward-Machines
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Figure 5: Gym environments used in experiments.
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Figure 7: RQ2: Performance difference for various timed interpretations
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RQ1: Performance gain for Counterfactual Reasoning

To analyze the improvement of counterfactual imagining (CI) specific to time, we only choose
alternative clock valuations and delays (and not TRM states) for both the digital and the real-time
settings. We demonstrate this comparison on the Taxi domain with TRM1 (Figure 8a), and on the
frozen lake with TRM2 (Figure 8b). TRM1 requires the Taxi agent to pick up a passenger, visit a
green location, and drop them at the destination, while satisfying several timing constraints. On
the other hand, TRM2 requires the Frozen Lake agent to satisfy three objectives, a, b, ¢, sequentially,
while avoiding falling into the holes, and it must also move slowly.

Figure 6 compares discounted returns and episode time (including delays) during Q-learning on
both environments. Counterfactuals yield significantly higher returns in both digital and corner-
point abstractions by enabling exploration of additional ways to satisfy timing constraints. They
also significantly reduce episode time, allowing agents to complete tasks faster.

RQ2: Comparison of Timing Abstractions

We evaluate the performance of different cross-products for different time interpretations: (i) digital
clock abstraction, (ii) uniform discretization with 1/x € {0.2,0.5}, (iii) corner-point abstraction,
and (iv) reward machines. Note that the reward machine interpretation cannot choose delay actions,
as it is not designed for timed specifications. We demonstrate this comparison on the Taxi domain
with TRM3 (Figure 8c), and on the frozen lake with TRM4 (Figure 8d). The TRMs are similar to
the previous experiment, with different time constraints.

Figure 7 compares discounted returns and episode time (including delays) during Q-learning
on both environments. The plots in Figure 7a show that the corner-point abstraction consistently
outperforms the other interpretations in terms of discounted return. This advantage arises from
the ability to select delays that lie close to the guard conditions (i.e., y > 1), thereby enabling the
agent to satisfy timing requirements precisely. While comparing the episode time, we notice that
reward machines lead to the shortest episodes; however, this behavior is undesirable in this setting,
as excessively completing episodes too fast violates several timing constraints.

7 Conclusion

We studied model-free RL for Timed Reward Machines (TRMs), a formalism that extends reward
machines with explicit timing constraints. We interpreted TRMs over MDPs under digital and real-
time semantics and devised abstractions for efficient learning. Our experiments with non-trivial
timed specifications show that TRMs enable learning policies with delays for maximizing rewards.

This work represents a step toward improving time-sensitive reward specification in RL, with
numerous avenues ahead. One can apply TRMs to continuous-time Markov models [19], which
better capture rate-based timing; adapt deep continuous RL (e.g., TD3 [20]) to continuous-time;
and incorporate guidance from priced zones [6] to improve exploration of TRM objectives.

Acknowledgements. This project received funding from the ERC under the European Union’s
Horizon 2020 research and innovation programme (grant agreement No.834115, FUN2MODEL).
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